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During outbreaks of infectious diseases, hospitals encounter significant challenges in making well-informed

nurse staffing decisions. The dilemma during these outbreaks involves a simultaneous increase in inpatient

admissions during disease outbreaks and a notably elevated rate of nurse absenteeism caused by infections.

The unobservable nature of nurse infection time, incubation period, and number of nurses infected but yet

to show symptoms adds complexity to understanding when and how nurses are infected. Lack of this critical

information restricts hospital managers from implementing effective and informed operational strategies and

staffing plans, limiting their ability to proactively address the staffing crisis during an outbreak. We develop

a dynamic random graph model with hidden nurse health status to examine the interplay between staffing

policies and infection transmission dynamics. Our model extends existing random graph frameworks by

incorporating nurse health status (healthy, incubation, symptomatic) as a latent variable that is endogenously

linked to the evolution of disease transmission networks. Within this framework, we design an estimation

procedure that maps nurse characteristics to disease transmission rates across patient-to-nurse, nurse-to-

nurse, and community-to-nurse interactions. This approach enables dynamic tracking of infection sources,

locations, and timing. Using data from the IU-Health hospital system during the COVID-19 pandemic,

we perform counterfactual analyses to assess the effectiveness of mitigation and staffing policies aimed at

protecting nurses from infections. We find that hospitals can reduce nurse absenteeism due to infection

by up to 25% through improved staffing levels and workload management. Furthermore, when establishing

dedicated units for the care of infectious patients, simply isolating infected patients is insufficient; it is crucial

to assign a fixed group of nurses exclusively to these patients to minimize cross-infection.
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1. Introduction

Over the last 25 years, healthcare workers have battled a wave of severe outbreaks of infectious diseases.

Amid these outbreaks, healthcare workers have faced the difficult dual challenge of providing critical care to

infected patients while protecting themselves against the risk of infection. This dual challenge has, in turn,

caused serious staff shortages in hospitals, as the influx of infected patients increases dramatically during

these outbreaks. At the same time, healthcare workers experience higher infection rates than the general

public. During the 2003 SARS outbreak, healthcare workers were found to be 18 times more susceptible

to infection compared to the general population, accounting for almost one third of all infections (Peck

et al. 2004). In the 2009 swine flu pandemic, healthcare workers were 11 times more likely to be infected

(Lietz et al. 2016). Similarly, in the 2012 Middle East respiratory syndrome coronavirus outbreak, healthcare

workers represented approximately 20% of infections, with a 14 times higher likelihood of being infected than

the general public (Suwantarat and Apisarnthanarak 2015, Elkholy et al. 2019). The 2013-2016 epidemic

of Ebola virus disease in West Africa, as well as the 2015 epidemic of Zika virus disease, both resulted in

substantial in-hospital infections and mortality among healthcare workers, which consequently exacerbating

shortages within the healthcare workforce (Suwantarat and Apisarnthanarak 2015). Most recently, during the

COVID-19 pandemic, healthcare workers were 12 times more likely to be infected by COVID-19, leading to

93% of hospitals experiencing understaffing during the pandemic, a nearly 50% jump from the pre-pandemic

period (Xiao et al. 2020, Nguyen et al. 2020, Kayser 2023). In addition to these significant outbreak events,

healthcare workers have consistently been more susceptible to contracting seasonal infectious diseases such

as influenza and stomach flu, which infect healthcare workers five times more frequently than the general

public (Pereira et al. 2017). According to Pereira et al. (2017), on average, around 15% of healthcare workers

are absent from work due to influenza and stomach flu infection during their active seasons, which causes

a consistent issue for healthcare workers staffing. The elevated infection rates, coupled with the consequent

overwhelming workload, have caused burnout in approximately 50% of healthcare workers, contributing to

a significant exodus from the profession in the aftermath of outbreaks (Sullivan et al. 2022). Our focus is

specifically on Registered Nurses and associated infections, as nurses represent the majority of healthcare

workers and the group most frequently impacted by infection-induced absenteeism.

Although the impact of clinical factors such as disease contagiousness and hospital patient census on

hospital infections among nurses is widely recognized, operational factors and the experience of nurses taking
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care of infectious patients also emerge as crucial contributors. The operational factors, such as workload levels

set in the hospital, scheduling routines, and the mix of infectious and non-infectious patients, also play an

important role in nurses’ exposure to the disease. For example, according to a meta-study of the COVID-19

pandemic, 73% of nurses think that they were infected during the chaos caused by the heavy workload in

the hospital, and more than 90% of nurses believe that working back-to-back shifts increased their chance

of infection (Firouzkouhi et al. 2022). Interestingly, research has also indicated that the experience of nurses

protecting themselves while caring for infectious patients is significant in the context of hospital infections.

According to a review by Jackson et al. (2023), it is observed that the experience over time of nurses caring

for patients with COVID-19 can eventually have a dual effect, helping reduce the likelihood of contracting

the virus not only in the hospital setting but also in the community. This effect comes from the learning effect

on the use of appropriate personal protective equipment (PPE), the requirement of sterilization procedures,

and the avoidance of high-risk areas and activities.

In response to disease outbreaks, hospitals have formulated a wide range of mitigation and staffing policies.

However, understanding the effectiveness of these policies individually or collectively poses a challenge.

During major pandemics such as Swine Flu and COVID-19, hospitals established dedicated departments to

handle cases (Anand et al. 2012, Patel et al. 2009, Nguyen et al. 2020). For highly fatal diseases such as

SARS and Ebola, hospitals instituted strict protocols for personal protective equipment (PPE) when dealing

with affected individuals. In addition, hospitals developed new sick leave policies for nurses and introduced

vaccination compliance policies as part of efforts to contain the spread of diseases. However, it is important

to acknowledge that the development and deployment of mitigation strategies have largely taken place ad

hoc, with significant variations between countries, states, counties, and hospitals, and therefore potentially

lacking generalizability. Consequently, there is a clear need for a rigorous analysis that can comprehensively

assess the cumulative impact of the diverse spectrum of interventions that are being enacted. Our paper

provides a systematic approach to comprehensively model the interaction between disease transmission and

staffing decisions, which enables a more coherent and evidence-based strategy evaluation and facilitates a

swift and comprehensive response to challenging operational decisions.

Another crucial factor that adds complexity to the assessment of staffing and mitigation policies is hos-

pitals’ limited knowledge of the transmission pathways of infections, which often eludes direct observation.

The distribution of these sources responsible for in-hospital infections among nurses, effectively dictating
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where and when nurses contract diseases, continues to be a subject of ongoing debate. Taking COVID-19

as an example, based on contact trace data, some infectious disease studies have found that a significant

proportion of nurses, approximately 40%, contracted the disease from other infected colleagues, compared to

approximately 38% from patients and 22% from community and nonhospital settings, as reported by Nguyen

et al. (2020) and Al Maskari et al. (2021). In contrast, the Mayo Clinic and another subsequent study argued

that the majority of nurses contracted the virus within the community (Wong 2020, Harith et al. 2022).

The disparity in these studies with respect to the source of infection can be attributed to the heterogeneous

and unobservable nature of the disease’s infection time and incubation period. Because it is impractical

to determine the specifics of when a healthcare worker is infected and the length of the incubation period

during which a nurse can infect other colleagues, the reliability of determining the source of infection solely

on the basis of contact tracing is questionable (Kwok et al. 2019). Furthermore, there is a lag in information

between the hospitals and the nurses, i.e., hospitals are only informed of nurses exhibiting symptoms when

a nurse is absent from work or a very short time before when nurses are scheduled to work. To accurately

estimate the source of infection, we develop a probabilistic approach that changes the variable of the study

to be the time range of a nurse showing symptoms instead of the exact date of the nurse’s infection. In doing

so, we can take into account the random and unobservable infection time, incubation time, and information

time lag.

Our study is among the first to contribute to the resilience of healthcare systems by addressing the critical

issue of infection-aware nurse staffing amid disease outbreaks. We introduce a dynamic random graph model

that integrates nurses’ hidden health statuses, thereby capturing the intricate interplay between disease trans-

mission dynamics within hospitals and staffing decisions. This model provides detailed and tractable insights

into the pathways of infection—from interactions with infectious patients, transmission among nursing staff,

and exposures originating in the community—facilitating a systematic evaluation of diverse staffing strategies

and mitigation policies aimed at reducing nurse infections. Furthermore, the granular perspective on trans-

mission dynamics offered by our counterfactual analysis clarifies the mechanisms underlying infection-aware

staffing and mitigation strategies, providing broadly applicable insights for healthcare operations during

outbreaks.

Building on the existing literature on dynamic networks with hidden variables, our paper extends this

work by incorporating the endogeneity between these variables and the network structure. Specifically, we
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examine scenarios where hidden variables—such as health statuses in disease transmission networks—are

endogenously determined by the network structure and, in turn, influence its future evolution. Existing

studies on dynamic networks with hidden variables often assume that these variables are exogenous and

independent or fully observable. However, this endogenous interaction is critical for accurately modeling

disease spread, but it remains underexplored in prior work. One of our key contributions is to define this

endogenous relationship within a dynamic network framework and to develop an estimation procedure that

addresses the resulting complex dependencies. This approach enables consistent estimation of model param-

eters, providing a more realistic and broadly applicable method for analyzing disease transmission networks

and other network settings where hidden variables and network structures are interdependent.

In addition, our counterfactual analysis extends the broader nurse staffing literature by explicitly linking

operational decisions to infection dynamics in ways that traditional models of absenteeism have seldom

addressed. Specifically, we demonstrate that adjusting workload levels, implementing on-call capacity, and

designating specialized units for infectious patients can significantly affect both the overall incidence of nurse

infections and the pathways through which those infections spread. Such findings highlight how disease

outbreaks, rather than being treated as exogenous shocks, can be systematically modeled as an integral

part of staffing decisions. This perspective complements studies that focus on endogenous absenteeism due

to factors such as workload or burnout by showing that nurse infections themselves can be shaped—or

mitigated—through targeted operational policies. By unveiling how staffing configurations drive infection

risk and consequent workforce disruptions, our framework provides a novel analytical lens for designing more

resilient nurse staffing systems during disease outbreaks.

The classic random graph model (Erdős and Rényi 1959) is a widely recognized approach to modeling

disease transmission (see Section 2 for a detailed review). In this framework, individuals are represented as

nodes and disease transmission is modeled with stochastic edges between nodes, with probabilities determined

by node-specific features. Importantly, the existing literature modeling disease transmission as a random

graph assumes that the health status, i.e., being healthy, incubation or symptomatic, is known to the decision

maker at all times. In our context, similar to the classic approach, we model patients, nurses, and community

infection sources as nodes, and disease transmissions to nurses as edges. However, we relax the assumption

that the health status of the nurse is observable at all times. We assume that the health status of nurses

is only revealed when they are absent from work, at which point we know that they are symptomatic.
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The hidden nurse health status provides a realistic representation and estimate of the disease transmission

process. Instead of making assumptions on the specific point in time when a nurse is infected or symptomatic,

and how many nurses are in the incubation period infecting other nurses, we use a probabilistic approach

based on intervals of time to systematically capture the nurses’ hidden health status and the transitions of

their health status, e.g., from healthy to infected, infected to symptomatic. With hidden nurse health status,

our model captures the effects of random incubation periods, unobservable infection times, infection sources,

and time lags between the onset of symptoms and actual absenteeism. Using probabilistic inference and

the Expectation-Maximization (EM) method, we develop an estimation procedure for this dynamic random

graph model with hidden status. This approach gives us tractability for estimating disease spread and nurse

status at a granular level, facilitating a more comprehensive evaluation of infection mitigation policies and

the corresponding staffing strategies.

We partner with IU-Health, one of the nation’s largest healthcare systems, to implement and test our

framework with extensive real-world data, spanning 18 hospitals in various sociodemographic regions. This

collaboration not only provides a high-fidelity environment for parameterizing and validating our infection-

aware staffing model, but also ensures that our findings reflect on-the-ground operational realities. In our

analysis of one major facility, we find that approximately 70% of nurse infections originate within the hospital

(split almost evenly between patient-to-nurse and nurse-to-nurse transmissions), while the remaining 30%

stem from the community. Our counterfactual simulations show that refining workloads and scheduling can

reduce nurse infections by up to 25%, demonstrating substantial potential for mitigating staff shortages.

Moreover, introducing on-call nurses—who can rapidly cover unexpected absences—lower infection-driven

absenteeism by an additional 8%. We also see that dedicating a fixed nursing team to an infectious cohort

is significantly more effective than merely isolating infected patients, and higher vaccination uptake offers

stronger staff protection than more effective yet lower-compliance vaccination regimens. These insights,

validated through close collaboration with our healthcare partners, underscore the vital role of operational

policy levers in reducing infections and preserving frontline workforce capacity.

The remainder of this paper is organized as follows. In section 2, we review several relevant streams of

research and discuss our contributions to this literature. Section 3 introduces the dataset and reports a

model-free comparison of key features between nurses with and without absenteeism caused by infection.

Section 4 introduces our stochastic network model of inpatient hospital units, incorporating a random graph
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component to model disease transmissions, and we specify our chosen estimation methodologies. In Section 5,

leveraging the estimated parameters, we analyze hospital operational strategies and report the most effective

policies.

2. Literature Review

In the previous section, we introduced literature related to pandemics and their impact on nurse absenteeism.

Here, more generally, we focus on how a variety of endogenous variables may impact nurse absenteeism.

In addition, we review disease transmission models, random graph network models, and delay time models

related to inspection and maintenance. Nurse staffing in the presence of endogenous absenteeism provides

the closest context for our model of nurse absenteeism caused by infections. Green et al. (2013) study nurse

staffing decisions taking into account the endogenous issue of how workload impacts nurse absenteeism.

Their work extends early literature focused on staffing decision in service environments that either ignores or

treats absenteeism as an exogenous factor (Easton and Goodale 2005, Whitt 2006, He et al. 2012). Wang and

Gupta (2014) explore a similar problem, where additional factors such as unit type and culture are used to

predict nurse absenteeism. Additionally, Kluger et al. (2020) investigates the impact of extending short nurse

shifts in addressing nurse absenteeism caused by COVID-19. However, Kluger et al. (2020) predict nurse

absenteeism solely based on exogenous parameters, overlooking the potential for nurse infection from other

colleagues or the community. Our study contributes to the literature by introducing a model that accounts

for nurse infection from all sources, including patients, other nurses, the community, and their interactions

within a dynamic random graph network model. This framework enables us to capture the system dynamics

between nurse staffing decisions and the embedded disease transmission network.

The body of literature focusing on mathematical modeling of infectious disease has been growing rapidly;

see Vynnycky and White (2010) for a thorough introduction. These models can be categorized into three

streams: statistical forecasting models, i.e. r0 models, curve-fitting or time-series methods (Shakeel et al.

(2021)), compartmental models (Beckley et al. (2013)), i.e. SIR models, and random graph network models

(Keeling and Eames (2005)). Statistical forecasting models and SIR models are limited in their ability to

model nurse-individual and operational characteristics’ impact on disease spread, and these models often

build on population uniform mixing assumptions. Therefore, we choose the random graph model for its

ability to capture detailed nurse characteristics and operational features that are related to the infection
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and its capability to differentiate infections between different sources with dynamic rates based on these

features. In this stream, Eames and Keeling (2002) model sexually transmitted diseases (STDs) based on

a social network; Blanchard et al. (2005) model the spread of STDs on a bipartite graph; Drakopoulos

and Zheng (2017) study network effects and their implication for infectious disease control. Venkatraman

et al. (2021) provide a detailed survey on the applications of random graph networks in modeling infectious

disease transmission. However, virtually all applications of the random graph network model assume that

the transmissions among nodes are observable and the health status of the nodes is known at all times for all

stages. We contribute to the infectious disease literature by relaxing this fundamental assumption. This is a

critical advancement because the unobservable disease-spreading events and the hidden infectious status of

patients during incubation periods are the fundamental factors contributing to the complexity and dynamics

of infectious disease modeling.

In addition to the contributions to the disease modeling literature just discussed, our random graph net-

work model with hidden status extends the literature on network models. Erdős and Rényi (1959) is often

cited as the original reference for random graph network models. In Erdős and Rényi (1959), a basic random

graph is defined as a graph with n nodes that is constructed by connecting each pair of nodes with an edge

independently with a probability p, which is known as the Erdős–Rényi (ER) model. Following this defini-

tion, contemporary literature assigns characteristics to each node and models the connecting probability p as

functions of those characteristics; see (Burt 1980, Carrington et al. 2005, Lewis 2011) for a thorough intro-

duction. Random graph network models, in recent years, also have important applications in the operations

literature, e.g. supply chain management (Göttlich et al. 2005), social networks (Scott 2012), and health-

care management Brunson and Laubenbacher (2018). More recently, dynamic random graphs with latent

node characteristics, in which node characteristics follow a stochastic process and evolve through time, have

gained increasing traction. Hoff et al. (2002) first introduced a static latent space model (LSM) where the

position of each node follows a distribution. The position of node pairs affects the probability of the presence

of an edge connecting these nodes. Sarkar and Moore (2005) extend the static LSM to a dynamic LSM by

incorporating a stochastic process to model the evolution of positions of nodes. In parallel to LSM, Nowicki

and Snijders (2001) first studied the effect of latent clustering of the nodes in a network by offering a static

stochastic block model (SBM). In Nowicki and Snijders (2001), nodes are partitioned into multiple blocks

according to an exogenous probability distribution. The clustering of the nodes (known as membership)
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then affects the edge presence among node pairs. Yang et al. (2011) extend the static SBM to a dynamic

SBM by modeling membership as stochastic processes rather than probability distributions. More recently,

Friel et al. (2016) offer an LSM with bipartite clustering of the nodes that can be considered as a bridging

model linking LSM to SBM. Kim et al. (2018) survey the evolution and extension of the above models

in great detail. Literature in this stream builds on the assumption that the latent characteristics follow a

known distribution or transition probability that is independent from the edge presence among nodes or any

other node characteristics. However, this assumption does not apply to disease transmission settings where

edge presence denotes a transmission event and latent characteristics represent the health status of a nurse.

From one direction, health status affects the dynamics of the disease transmission, i.e. edge presence is only

possible if it is from an infectious node to a healthy node; from the other direction, health status is also

determined by the edge presence, i.e. if there is a transmission event from an infectious source to a nurse,

that nurse cannot remain healthy. While the endogenous relationship between edge presences and node latent

status significantly complicates the dynamics and estimation of the random graph network model, it is a

necessary feature to study disease transmission in this capacity. To the best of our knowledge, we are the

first to consider the set-up of a random graph network in which the latent status of the nodes and the edge

presence relationship are endogenously determined. Such a setting is also useful in other contexts; e.g. in

LSM modeling of social networks, individuals are more likely to move to a location where their connections

reside than a location where they have no connections.

Estimation of nurse infections with latent incubation time can also be conceptualized as a delay time model

within the framework of machine maintenance and inspection settings, as extensively surveyed by Wang

et al. (2011), Wang (2012). In this analogy, we equate a nurse infection, an inherently unobservable event,

to a latent machine defect leading to a breakdown in the future. Upon the end of the incubation period,

an infected nurse shows symptoms, akin to a machine breakdown event that remains unobservable to the

decision-maker. Each nurse shift parallels a machine inspection, where absenteeism resulting from infection is

equivalent to the event of discovering the machine in a failure state. Recently, generalized delay time modeling

has gained increasing attention in the operations literature. For example, in healthcare Chan et al. (2012) and

Liu et al. (2018) use delay time models to investigate patient readmission time in relationship to discharge

and post-discharge checkup decisions; in an industrial setting, Zhao et al. (2015) demonstrate the practical

application of delay-time models; in an environmental setting, Santos et al. (2021) apply delay time models
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to re-use of items. Our paper is the first to use a model that could be conceptualized as delay-time modeling

to provide probabilistic analysis in the context of nurse infection and absenteeism. Our problem necessitates

several extensions to the classical delay time model (Baker and Wang 1993): (1) State-dependent delay time:

unlike the classical model, we recognize that the delay in absenteeism is contingent upon characteristics of

nurses, units, and hospitals. (2) Machine defects are correlated and have cascading effects upon each other:

infection of a nurse may lead to more infections of other nurses within the same unit due to nurse-to-nurse

disease transmission. (3) Inspection cannot reveal the defect in machines and the inspection time, which

corresponds to nurse shift schedules, is heterogeneous among nurses and unevenly spaced. Our model directly

contributes to classical delay time models by incorporating the above extensions. We also offer an estimation

procedure that handles these unique extensions.

3. Data Overview

Our analysis relies on two datasets: (1) nurse staffing and absence data and (2) hourly patient-flow census

data. Both datasets were obtained from IU Health and cover the period from March 11, 2020, when the

first COVID-19 inpatient was observed at IU Health, to July 21, 2020, encompassing the transition from the

‘first wave’ to the ‘second wave’ of the pandemic. The nurse staffing data serves as the basis for our outcome

variable, which indicates whether a nurse missed a shift due to sick leave resulting from contracting COVID-

19 (referred to as ‘nurse absenteeism’ throughout the paper). Meanwhile, the patient-flow data is utilized to

calculate various covariates used in our predictions of nurse absenteeism due to COVID-19, including, for

example, the total number of COVID-19 patients admitted each day and the patient-to-nurse ratio. Below,

we provide a detailed description of both datasets and outline our sample structure, as well as our model-free

comparison of statistics between nurses who were absent from work due to COVID-19 and nurses who were

not absent.

3.1. Datasets Introduction

The staffing dataset encompasses individual-level records for more than 5,000 nurses across 18 hospitals

within our collaborator’s healthcare network. This comprehensive dataset contains details for each healthcare

worker, including their role (e.g., registered nurse, lead nurse), whether they are involved in direct patient

care or have indirect responsibilities (e.g., nurse unit managers, assumed to have indirect care), the sched-

uled shift date, and the corresponding hospital unit ID. Additionally, for every scheduled shift, the dataset
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Nurses with Absenteeism Nurses without Absenteeism
Metrics Med-Surg PCU ICU Med-Surg PCU ICU
Patient-Nurse Ratio 4.23 (+7%) 3.02 (+9%) 1.51 (-0.2%) 3.95 2.78 1.54
COVID-19 Interaction 37.31 (+25%) 30.11 (+4%) 32.88 (+12.5%) 29.51 28.82 29.20
Nurse Interaction 5.02 (+14.4%) 5.66 (+0.2%) 11.12 (+20%) 4.37 5.575 9.28
Cumulative COVID Interaction 337.07 (-61% ) 444.05 (-41%) 433.25 (-41%) 874.03 822.85 748.25

Table 1 Comparative descriptive statistics of nurses with vs. without absenteeism due to COVID-19 infection

provides information on whether each nurse showed up for their shift. If the nurse attends the shift, the data

records the shift start and end times. Otherwise, if the nurse is absent from the shift due to COVID-19 infec-

tion, the dataset uses a distinct flag to indicate missed shifts attributed to nurses who contracted COVID-19

and subsequently required sick leave. This specific code serves as the basis for our primary outcome variable,

which measures nurse absenteeism resulting from COVID-19 infection. Our study focuses on nurses directly

interacting with patients in adult inpatient units, excluding nurses working in laboratory settings, admin-

istrative roles, or neonatal intensive care units (NICU). Consequently, we have detailed scheduling data for

3,622 nurses who worked a total of 123,837 shifts. Among these 3,622 nurses, 468 (13%) reported sick leave

due to COVID-19 infection in the 4-month period.

The patient census dataset comprises approximately 30,000 patient visits, each documented at an hourly

level. For every hour of every patient visit, the dataset includes the following information: patient location,

recorded as the unit ID, the level of care provided (distinguishing between critical care and non-critical

medical/surgical care), whether the patient tested positive for COVID-19, and whether the patient required

a ventilator. Throughout this period of time, IU Health admitted a total of 1,605 COVID-19 patients. The

patient census data serves as the basis for calculating covariates associated with patient workload within a

hospital unit on any given day. These covariates are linked to the respective nurses’ shifts by matching the

shift time and unit ID. In addition, we establish connections among nurses themselves by matching shift

times and units worked.

3.2. Nurses absenteeism caused by infection

Table 3 in the Appendix summarizes and defines all the features we extracted from our dataset by combining

the patient census data and the nurse working data. Table 1 presents comparisons of key features between

nurses affected by absenteeism related to COVID-19 and those not affected, highlighting differences in mag-

nitude and percentage (in parenthesis). Among nurses who were infected, we observed that they encountered

a higher patient-to-nurse ratio, cared for more infectious patients per shift, and had more interactions with
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fellow nurses during their shifts. Based on a discussion with our hospital collaborator, another important

factor that affects nurse infection is the experience of a nurse caring for infectious patients. Nurses with less

experience caring for infectious patients are more vulnerable to infections as they may lack the necessary

skills and knowledge to adequately protect themselves from infected patients or colleagues, adhere to safety

protocols, and effectively manage the complexities of treating infected patients while protecting themselves.

We use the cumulative interaction time of a nurse caring for COVID-19 patients to measure this experi-

ence. It is important to note that the experience difference between the two groups of nurses is inherently

endogenous to the infection: Infected nurses work fewer hours throughout the data since they are removed

from the workforce after infection. Such an endogenous relationship is known as right-censoring. To correct

for right-censoring and rigorously identify a relevant and robust feature set to predict nurse infections, we

employ a feature selection procedure using a Cox model to select the important variables for predicting

infections from the data we extracted. This procedure is detailed in Section 4.3.

4. Hierarchical Random Graph Network Model with Endogenous
Hidden Health Status.

We develop a hierarchical random graph network model with latent health status to characterize the dynamics

of disease transmission, nurse staffing decisions, and their interdependencies, as detailed in Section 4.1. In this

framework, nurses, patients, and community infection sources are represented as nodes, while transmission

events are modeled as edges. A key feature of our model is that the health status of nurses, specifically

whether they are healthy, infectious (during the incubation period), or symptomatic, remains unobservable

until a nurse reports infection by calling in sick for an upcoming shift. This latent status introduces a

fundamental distinction between our approach and existing network models on disease transmission. The

consideration of hidden health status is essential to accurately and correctly model disease transmission

in a network setting. Because disease transmission is unobservable and incubation periods vary between

individuals, both the health status of a nurse and the transitions of health status, such as from healthy to

incubation, remain unobservable. As a result, the direction of spread of the disease among nurses is also

unobservable: infectious nurses serve as sources of transmission, while healthy nurses remain susceptible

to infection. The unobservability of health status and transmission direction fundamentally impacts the

structure and dynamics of the disease transmission network, as it remains unknown which nurse is spreading

the disease and which nurse is susceptible at any given time. In addition, in real-world healthcare operations,
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not only is the timing of a nurse’s infection unobservable, but the onset of symptoms also remains unknown.

Rather than identifying the exact moment that a nurse becomes symptomatic, hospitals can only learn this

status when the nurse calls in sick for an upcoming shift. These factors further complicate the dynamics of

disease transmission and the estimation of the underlying transmission network.

To address these complexities, we introduce a novel estimation procedure that explicitly incorporates the

latent nature of nurse infections, as elaborated in Section 4.2. In contrast to conventional delay-time models

that focus on discrete time points, our methodology emphasizes intervals over which infection events occur.

Estimation of the disease transmission network under hidden health status requires reframing the inferential

objective: rather than pinpointing the exact day that a nurse contracts the disease, we determine whether

the onset of symptoms occurs within the interval spanning the nurse’s last recorded healthy shift and their

subsequent notification of sick leave. This shift in perspective allows for a more robust characterization of

disease transmission pathways in the presence of latent health states.

Our estimation procedure performs well when applied to real data from IUH during the first wave of

COVID-19, see Section 4.4. With the adoption of our hierarchical random graph model, we can provide

insight into the composition of transmissions from different sources (nurse, patients, and the community

outside the hospital) during that period for a large hospital.

4.1. Model Overview: Hierarchical Random Graph Network Model with Endogenous
Hidden Status

We consider a dynamic random graph, G= {G1, . . . ,GT }, where each Gt for t= 1, . . . , T represents a snapshot

of the graph over time period t. Each graph Gt is defined as Gt = (K, χt), consisting of a set of nodes K and

an edge adjacency matrix χt = (xijt)(i,j)∈K. Here, xijt is a binary variable that takes the value 1 if an edge

exists from node i to node j in period t and 0 otherwise. In the random graph, we model nurses, patients,

and community transmission sources as nodes and disease transmissions as edges between nodes. We provide

details on the nodes and edges specification:

The set of nodes is defined as K := N ∪ P ∪ C, where N represents the set of nurse nodes, labeled as

1, . . . ,N ; P represents the set of patient nodes, labeled as 1, . . . , P ; and C denotes the community infection

source node. Consequently, the graph Gt for t= 1,2, . . . T captures the interactions between all K =N+P +1

nodes over time.

Each nurse node j ∈ N has two main attributes: a transmission feature (djt) and a health status (hjt). The

transmission feature captures factors influencing disease spread, such as nurse j’s average patient-to-nurse
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ratio in period t and the nurse’s level of experience. Meanwhile, hjt tracks the nurse’s health state over time.

For patient nodes and the community infection source node, i.e., j ∈ P ∪C, only the health status (hjt) is

monitored.

We denote the health statuses of all nodes at time t by the vector Ht = (hjt)j∈K. A nurse’s health status

can be one of three states: healthy, infectious, or symptomatic. At the start of the time horizon, all nurses

are assumed to be healthy, i.e. (hj1)j∈N = healthy. However, a nurse’s status remains hidden until the nurse

calls in sick, which only occurs if a symptomatic nurse is scheduled to work. By contrast, patient health

statuses are observable, since admitted patients are tested and classified as either infectious or non-infectious.

The community infection source node C is considered infectious throughout the horizon, modeling potential

disease transmission to nurses from outside the hospital.

Within the hospital, transmissions are assumed to occur solely within designated units. For each period t,

the unit assignments U1t, . . . ,UW t ⊆ K define subsets of the node set K, where W is the total number of units.

These assignments capture which nurses and patients occupy each unit over every period. To incorporate

disease transmission outside the hospital, we introduce a “community unit,” UC = N ∪ C, which includes

all nurses plus the external infection source C. Given these unit assignments, we track the interaction time

among nodes within the same unit. For i ∈ K, j ∈ N , and t ∈ {1, . . . , T}, let sijt represent the duration

that node i and nurse j spend together in the same unit during period t, that is, {i, j} ∈ Ukt for some

k ∈ {1, . . . ,W}.

For each period t ∈ {1, . . . , T}, edges in the network are represented by a K ×K adjacency matrix χt =

(xijt)(i,j)∈K. An entry xijt = 1 denotes the occurrence of a disease transmission event from node i to node

j during period t, while xijt = 0 indicates no transmission. If xijt = 1, nurse j transitions from healthy to

infectious in the next period (i.e., hj,t+1 = infectious). After a random incubation phase in the infectious

state, nurse j then becomes symptomatic.

An edge between two nodes requires that they are connected. Specifically, node i is connected to node j

during period t, denoted i
t∼ j, if:

1. Node i is infectious (whether a nurse, a patient, or the community node), i.e. hi,t = infectious.

2. Node j is a healthy nurse, i.e. hj,t = healthy for j ∈ N .

3. Nodes i and j occupy the same unit during period t, or i is the community node C. Formally,

(
∃k ∈ {1, . . . ,W} : i, j ∈Ukt

)
or (i=C).
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The notation i t∼ j thus indicates a possible transmission path from an infectious node i to a healthy nurse j.

Conversely, i t≁ j means such a transmission path is not possible. In short, connectivity defines the potential

for an edge to form, whereas xijt = 1, the presence of an edge between i and j denotes an actual disease

transmission event.

We assume that the transmission time from an infectious node i to a connected healthy node j is indepen-

dent of all the transmission times between any other infectious nodes and the healthy node j. To account

for different sources of transmissions, we further divide the feature vector for each nurse, djt for j ∈ N ,

into three subsets: nurse-to-nurse, patient-to-nurse, and community-to-nurse transmission features, denoted

by dn
i,t, d

p
i,t, d

c
i,t, respectively. We model the conditional probability of edge presence with a hierarchical

exponential-linear model with transmission-type-specific parameters sets θ= (θk
1 , θ

k
2 )k∈{n,p,c}:

P (xijt = 1|Ht, dit, sijt, i
t∼ j) = 1 − eγijtsijt (1)

γijt =


θn

1 + θn
2
⊺dn

j,t if i∈ N
θp

1 + θp
2
⊺
dp

j,t if i∈ P
θc

1 + θc
2
⊺dc

j,t if i=C

, (2)

where γijt is the disease transmission rate from an infectious node i to a node j during day t. We choose

a hierarchical exponential-linear model because it provides analytical tractability. To see this, let Xjt = 1

denote the event of nurse j being infected in period t and Xjt = 0 otherwise. Given the exponential form, for

a healthy nurse j the conditional probability P (Xjt = 1|Ht, dj,t, sijt : i t∼ j) is given by:

P (Xjt = 1|dj,t, sijt : i t∼ j) = 1 −
∏
i∈K

P (xijt = 0|hjt = healthy,Ht, dj,t, sijt : i t∼ j)

= 1 − e

∑
i∈K

γijtsijt

. (3)

Note that γijt, only depends on the type of node i, therefore, instead of tracking all individual pairs of

transmission rates, it is sufficient to track transmission rates from the three sources to node j by a vector:

γjt =

γn
jt

γp
jt

γc
jt

, which stand for transmission rates from nurse-to-nurse, patient-to-nurse, and community-to-

nurse sources. Based on equation (2), we specify the mapping from feature set dj,t to γjt as :

γjt =

γn
jt

γp
jt

γc
jt

=

θn
1 + θn

2
⊺dn

j,t

θp
1 + θp

2
⊺
dp

j,t

θc
1 + θc

2
⊺dc

j,t

 . (4)

Let Sjt =

SN
jt

SP
jt

t′j

 denote the interaction time vector for nurse j during day t, where SN
jt =

∑
i∈N :i

t
∼j

sijt is the total

connection time between nurse j and infectious nurses during day t, SP
jt =

∑
i∈P:i

t
∼j

sijt is the total connection
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time between nurse j and infectious patients during day t, and t′j is the total time nurse j spent in community

during day t. With the above notation, equation (3) simplifies to

P (Xjt = 1|Ht, dj,t, sijt : i t∼ j) = 1 − eγ⊺
jt

Sjt . (5)

For ease of exposition, throughout the rest of our analysis, we refer to equation (4), the feature set to

transmission rate mapping, as ϕ(·|θ) : djt
θ−→ γjt and equation (5), the transmission rate to infection probability

mapping, as ψ(·|Sjt) : γjt

sjt−−→ 1 − eγ⊺
jt

Sjt . Finally, we denote the composite mapping from the feature set to

infection probabilities as:

ϕ ◦ψ(·|Sjt, djt) : djt

θ,Sjt−−−→ 1 − eγ⊺
jt

Sjt . (6)

Figure 1 Diagram for the random graph modeling disease transmission dynamics.

Figure 1 illustrates the random graph model we described above for a hospital with two intensive care

units (ICU) and two medical/surgical units (M/S): letters on the nodes show to which set the nodes belong.

The health status of the nodes, including healthy, incubation, or symptomatic, is indicated by white, pink,

and red colors on the diagram. Arrows with directions show the connections, that is, i t∼ j, among nodes

within each unit. The corresponding thickness of the arrow between node i and j during the day t denotes

the transmission rate, γijt, with a heavier arrow denoting a higher transmission rate and a lighter arrow

denoting a lower transmission rate. Furthermore, as shown in Figure 1, unit assignments for hospital units

and thecommunity unit are dynamically changing with patient transfers and nurse clock-ins and clock-outs.
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We highlight the essential role of the hidden health status in the evolution of the disease transmission

network. Conceptually, the vector of health status Ht governs the formation of the disease transmission graph

Gt, determining both the existence and directionality of connections between nodes. As a result, the dynamics

of disease spread is inherently driven by the health status of individuals in the network. Importantly, the

edge adjacency matrix χt and the health status vector Ht are endogenously dependent on each other, as the

presence of disease transmission events (edges) directly influences the health status of the nodes and vice

versa. Mathematically, hidden health status functions as a sufficient information state, encapsulating all the

necessary information from the previous graphs G1, . . . ,Gt−1. Specifically, the health status of the nurse j

at time t is determined by the history of disease transmission. Nurse j remains healthy if and only if no

infectious node has transmitted the disease to nurse j in any of the preceding periods G1, . . . ,Gt−1, i.e.,

hj,t = healthy ⇐⇒ xijk = 0, ∀i∈ K, k= 1, . . . , t− 1.

Conversely, the health status of a node directly influences the formation of connections in Gt, as only infec-

tious nodes can transmit disease to healthy ones, thereby creating disease-transmission connections in the

graph. Thus, the health status vector Ht and the adjacency matrix χt are intertwined through the trans-

mission process. The vector of health statuses, Ht, serves as a comprehensive summary of past transmission

events, making the entire historical sequence of graphs G1, . . . ,Gt−1 unnecessary for determining the structure

of Gt. This leads to the conditional independence of the transmission graphs given the health status:

P (Gt |G1, . . . ,Gt−1) = P (Gt |Ht), (7)

where Ht fully encapsulates the relevant information from prior events, and thus the previous graphs are

conditionally independent given Ht.

Our dynamic network model with hidden node status contributes to the network literature by incorporating

the endogeneity between the latent information and the structure of the network, that is, the presence or

absence of edges between nodes affects the directions and presences of other edges. Dynamic network models

with latent variables in the extant literature, e.g., latent space models and stochastic block models, assume

that latent variables are drawn from exogenous random processes that are independent of the history of the

edge adjacency matrix χt. This assumption expedites the estimation process because one can directly apply

the law of total probability on hidden information to infer likelihood functions on the presence of edges; see
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Kim et al. (2018) for details. However, assuming an exogenous hidden health status is unrealistic in disease

transmission networks, because the presence of an edge represents that a healthy node is infected to be

an infectious node. In turn, the infection determines the health status of the infected nodes for all future

periods, to see this consider:

P (hjt = healthy|Hk, dj,k, sijk, i
t∼ j : k ≤ t − 1) =


0 , if ∃ xijk = 1 ∀ i

k∼ j, k ∈ 1 . . . t − 1∏
k∈1...t−1

eγT
jtsjt , otherwise.

(8)

The intuition is that if there is an infection event, the receiving node’s health status cannot stay healthy. As

pointed out in equation (3), the health status of nodes, in turn, impacts the edge presence probabilities; i.e.

P (xijt = 1|hjt,Ht, dit, sijt, i
t∼ j) =


1 − eγijtsijt , if hjt = healthy

0 , otherwise.
(9)

That is, only susceptible nurses can be infected in the disease transmission network.

4.2. Estimation Strategy

In this section, we address two key challenges in estimating the parameters θ for the hierarchical random

graph model with hidden health status. A primary challenge arises from the unobservable nature of the

edge adjacency matrix of the disease transmission network, (xijt)(i,j)∈K. Unlike standard network models,

where edges are typically observable, disease transmission events between nurses remain hidden. This is

due to the nature of infectious diseases: after infection, a nurse enters an incubation period during which

they are asymptomatic but still transmits the disease to other healthy nurses. Once the incubation period

ends, the nurse becomes symptomatic. However, the hospital only observes this transition when the nurse

calls in sick for an upcoming shift. In Section 4.2.1, we introduce a probabilistic inference framework that

connects the observation model - based on when nurses report sick - to the likelihood function of our

hierarchical random graph network, which models the timing of infections. Another challenge stems from the

unobservable nature of connections between nodes due to the hidden health status of the nurse. Specifically,

for any pair of nodes i and j, we do not observe whether i t∼ j or i t≁ j because the health status of nodes i

and j is hidden. Consequently, the interaction time between the node j and other infectious nurses nodes,

SN
jt , is also unobservable, as it depends on the health status of both nodes. In Section 4.2.2, we present an

expectation-maximization procedure to address this challenge by handling the unobserved interaction times.
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4.2.1. Likelihood Function with Latent Status. Let Yj ∈ 1 . . . T denote the time nurse j calls

in sick, which we observe in the data. Let Xj denote the time the nurse i is infected, which we do not observe.

To link infection time, Xj , to our disease transmission network, note that

P (Xi = τi) = P (Xi,1 =Xi,2 . . .Xi,τi−1 = 0,Xi,τi
= 1)

=
( τi−1∏

j=1

(1 −P (Xi,j = 1|Xi,j−1 =Xi,j−2 . . .Xi,1 = 0)
)

·P (Xi,t = 1|Xi,τi−1 =Xi,τi−2 . . .Xi,1 = 0)
(10)

Let Li represent the time interval between the onset of symptoms of a nurse and the moment they notify

the hospital by calling in sick. Although Li remains unobservable, we only require that it be non-negative,

without imposing any additional assumptions on its distribution. To see the relationship among the time

periods, we have:

Yi =Xi +Zi +Li, (11)

that is, the absent time of a nurse equals the sum of infection time, incubation time, and time information

lag. In addition, we assume that the disease incubation period Zi is identically and independently distributed

among nurses and follows a known distribution: Fz(·).

Our observation model consists of two types of nurses: nurses who called in sick because of infection and

nurses who did not. Nurses who had not called in sick could still be infected and in the incubation period

during their last shift in the data. We denote the collection of nurse features throughout the time horizon

as set D = (dit)i∈N ,t∈1...T . Let τi denote the last time nurse i showed up in the data. For nurses who called

in sick, τi is when nurse i called in sick, and for nurses who have not called in sick, τi is the last time they

worked in the data. Our observation model on θ given data is specified as follows:

L(θ|D) =
∏
i∈N

(
P (Yi = τi|θ,D)

)1Yi=τi
(
P (Yi > τi|θ,D)

)1Yi>τi

(12)

The first term is the probability that nurses who eventually called in sick exhibited symptoms on their last

scheduled shift, while the second term is the probability that all other nurses remained at work without

reporting sick.

For nurses who called in sick, let τ i denote the last time we saw a nurse i at work before she calling in

sick. If nurse i called on sick on τi, nurse i must have shown symptoms between τ i and τi. If the nurse i did

not call in sick, she cannot show symptoms before τi. Lemma 1 summarize this observation and links the

unobserved infection and incubation time to the absent time:
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Lemma 1. (a) For nurses who called in sick, we have:

P (Yi = τi) =
τi−1∑
t′=1

P (Xi = t′)P (τ i − t′ <Zi ≤ τi − t′). (13)

(b) For nurses who did not call in sick, we have:

P (Yi > τi) =
(

τi∑
t′=0

P (Xi = t′) ·P
(
Zi ≥ τi − t′

))

·

(
1 −

τi∏
t′=1

(
1 −P

(
Xi,t′ = 1 |Xi,t′−1 =Xi,t′−2, . . . ,Xi,1 = 0

)))

+
τi∏

t′=1

(
1 −P

(
Xi,t′ = 1 |Xi,t′−1 =Xi,t′−2, . . . ,Xi,1 = 0

))
.

(14)

We show part (a) of Lemma 1 by linking the observation data, Yi, the call in time of the nurse i, with

P (τ i <Xi +Zi ≤ τi), the probability that a nurse will show symptoms in a time interval between t and t. For

nurses who did not call in sick, as in part (b) of the lemma 1, we further divide nurses into nurses who were

infected but yet to show symptoms and nurses who were never infected during the horizon. Then, by the

law of total probability, we could rewrite the observation model with the probability model we introduced

in Section 4.1 and the known incubation distribution, Fz(·).

Let S = (Sit)i∈N ,t∈1...T be the collection of the interaction times of nurses in the horizon, which is a random

vector. Based on the lemma 1, we derive the likelihood function of θ conditioning on the interaction times

S, by plugging the hierarchical model in equation (6) into the observation model in equation (12), resulting

in the conditional likelihood function in Corollary 1:

Corollary 1. L(θ|D,S), the likelihood function conditioning on the interaction time S and nurse feature

set D, is given by:

L(θ|D,S) =
∏
i∈N

(
τi∑

t=0

(
(Fz(τi) −Fz(τ i)) ·

( t−1∏
t′=1

(1 −ϕ ◦ψ(di,t′ , θ)
)

·ϕ ◦ψ(di,t, θ)
))1Yi=τi

·

(( τi∑
t=1

(
t−1∏
t′=1

(1 −ϕ ◦ψ(di,t′ , θ)
)

·ϕ ◦ψ(di,t, θ) · (1 −Fz(τi − t))
))

·
(

1 −
τi∏

t=1

(1 −ϕ ◦ψ(di,t, θ)
))

+
τi∏

t=1

(1 −ϕ ◦ψ(di,t, θ))
)1Yi>τi

(15)

As noted at the end of Section 4.1, the interaction vector, S, is not fully observable because when nurses

become infectious or which nurses are infectious in a shift are not observable. The interaction vector, S, is

a random vector whose distribution depends on the variable θ, the parameter to be estimated. In the next

section, we present an expectation-maximization procedure designed to directly address this unobservable

interaction vector.
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4.2.2. Expectation-Maximization Algorithm for Latent Number of Nurses in Incuba-

tion. In this section, we introduce a simulation-based expectation-maximization (EM) procedure to address

the unobservable interaction vector, S, in the conditional likelihood function derived in (15). The EM pro-

cedure alternates between two steps: expectation step, where we estimate the distribution of the partially

unobservable sample path S given the current parameter estimate θ̂, and maximization step, where we find

the value of θ̂ that maximizes the expected likelihood function based on the simulated distribution of S.

Expectation Step. As we introduced earlier, the interaction vector, S, is a random vector whose

distribution depends on the variable θ, the parameter to be estimated. Therefore, to take expectation over the

vector S, we specify the relationship between S and θ. In the disease transmission network, the unobservable

interaction vector, S, is a function of the hidden health status, (Ht)t∈1...T , i.e., S(Ht) :Ht → S. Ht is a random

vector whose distribution depends on the parameter θ, because the health status of nurses is driven by disease

transmissions. For ease of presentation, although all stochasticity is driven by the random vector (Ht)t∈1...T ,

hereafter we refer to the distribution of S given θ as FS|θ(·). Due to the complexity and high dimensionality

of the random vector S, we do not assume a parametric form for the distribution FS|θ(·). Instead, we

propose a simulated expectation-maximization process to approximate FS|θ(·) using simulations and the

empirical distribution conditioned on the parameter θ (Dempster et al. 1977). Let ES|θ[L(θ|D)] represent the

expected likelihood function. The core idea of simulated expectation maximization is to iteratively identify

the next parameter estimate, θ(t+1), that maximizes ES|θt [L(θt|D)]. This maximization is performed using

the expectation taken over FS|θt(·), which is approximated via Monte Carlo simulations based on the current

parameter estimate θt. Specifically, we have

ES|θ[L(θ)] =
∫

S

L(θ,S)dFS(θ). (16)

Here the FS|θ(·) is not observable to us and potentially very complex to compute, therefore, we approximate

this distribution by the empirical distribution generated by the simulation:

P̂S|θ(ω) = 1
M

M∑
m=1

Iωm(ω|θ), (17)

where Iωm(ω|θ) is the indicator function for if the mth sample path, ωm, equals to ω. This approximation

method is based on the Glivenko-Cantelli Theorem: As M → ∞, P̂S|θ(·) converges to the true distribution

with probability 1 (Gaenssler and Stute 1993).
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The Monte Carlo simulation used to derive the empirical distribution takes a trace-based approach as

patient admission, movement, discharge, and nurse schedules, and corresponding features calculation directly

follow the real data. In the simulation model, as we dynamically trace the nurse features and have the features

to transmission rates mapping as input, we keep track of when a nurse is infected, showing symptoms, and

calling in sick. Let Ω(θ) denote the set of sample paths generated by the simulation process given parameter

θ. The following proposition summarizes the expected likelihood function we wish to maximize in each

iteration:

Proposition 1. Given the simulated expectation and maximization set-up, the likelihood function we want

to maximize is given by:

ÊS [L(θ|D)] =

∑
s∈Ω(θ)

P̂S|θ(s)
∏
i∈N

(
τi∑

t=1

(
(Fz(τi) −Fz(τ i)) ·

( t−1∏
t′=1

(1 −ϕ ◦ψ(di,t′ , θ|s)
)

·ϕ ◦ψ(di,t′ , θ|s)
))1Yi=τi

·

(( τi∑
t=1

t−1∏
t′=1

(1 −ϕ ◦ψ(di,t′ , θ|s)
)

·ϕ ◦ψ(di,t, θ|s) · (1 −Fz(τi − t))
)

·
(

1 −
τi∏

t=1

(1 −ϕ ◦ψ(di,t, θ|s)
))

+
τi∏

t=1

(1 −ϕ ◦ψ(di,t, θ|s))
)1Yi>τi

.

(18)

Maximization Step. In each iteration, we update θ by maximizing the log-likelihood function:

θ(t+1) = arg max
θ

ÊS [logL(θ|D))]

For the maximization step of the expectation maximization algorithm, we employ a gradient descent algo-

rithm with initialization from multiple random starting points on the expected log-likelihood function. This

approach aims to identify the solution that maximizes the log-likelihood function. Considering the com-

plicated nature of the likelihood function, it is important to note that our proposed procedure does not

guarantee the finding of parameters at the global maximum for the log-likelihood function. However, based

on the results of Little and Rubin (2019), an improvement on the expected likelihood function, ES [L(θ)],

by changing θ will result in a greater improvement on the true likelihood function, L(θ,S). To address this

challenge, we mitigate the risk of convergence to a local maximum by initiating expectation maximization

iterations from various random starting points. This strategy helps to improve the likelihood of reaching the

optimal solution.
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4.3. Feature Selection via Bootstrapping of the Cox Model.

Now that we have developed the random graph network model, the next step requires identifying the best

possible combination of variables for accurately predicting nurse absenteeism; i.e., selecting a set of features

D from the total features we extracted from the dataset, as shown in Table 3. Given the computational

complexity of the expectation-maximization algorithm, it is difficult to select extensive features directly

from the random graph network model. Even with the application of parallel processing techniques and the

utilization of high-performance computing devices, comparing the performance of a large number of feature

combinations on the network model is a very lengthy process. As a solution, we offer a much more efficient

bootstrapping procedure based on the Cox proportional hazard model to select the feature set to be used in

the final random graph network model.

We employ a logit-based discrete-time Cox model with conditional hazard in each discrete interval to

account for time-varying features. For predicting nurse absence, we consider an ‘L-day’ window before

absence, since we do not observe the infection or symptomatic time of nurses. In other words, to predict

absenteeism events, we consider features up to L days before time t: dj,t−1, dj,t−2 . . . dj,t−L. The value of L

reflects the length of the incubation period and the information lag between a nurse showing symptoms and

calling in sick. Following Cox (1972), the notion of a failure event refers to a nurse being absent due to infec-

tion, which is observable in the data. Let β denote the estimators for the Cox model and λi,t = P (Yi = t|Yi ≥ t)

denote the conditional failure probability. The likelihood function is defined as follows:

ℓ(β) =
N∏

i=1

[
λi,τi

τi−1∏
t=1

(1 −λi,t)
]1Yi=τi

[
τi∏

t=1

(1 −λi,t)
]1Yi>τi

, (19)

where the conditional probability λi,t follows a logit-form:

λi,t|dj,t−1, dj,t−2 . . . dj,t−L =
exp

(
β0j + d⊺j,t−1β1 + d⊺j,t−2β2 . . .+ d⊺j,t−LβL

)
1 + exp

(
β0j + d⊺j,t−1β1 + d⊺j,t−2β2 . . .+ d⊺j,t−LβL

) . (20)

Following the bootstrapping procedures for the Cox model as specified by Harrell et al. (1996), we evaluate

the predictive power of each feature combination by the Area under Curve (AUC) metric. In this procedure,

we split the nurses into multiple training and testing sets with replacement. In each bootstrap, we fit the

parameters on the training set and evaluate its AUC on the testing set. Each feature combination undergoes

500 bootstrapping evaluations and we take the average out-of-sample AUC as its performance metric.

A feature selection process (Guyon and Elisseeff 2003) typically begins with a simple comparison of statis-

tics across the control and treatment groups as previously presented in Table 1. In Table 1, we see that the
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infected nurses have more interaction with infectious patients and work in large units where the interaction

with other nurses is also high. Moreover, nurses with less experience are also more likely to be infected.

Therefore, our first strategy in selection is to select features that are closely related to or affecting these

key differentiators. Given these initial insights on likely useful predictor variables, we next apply a backward

selection strategy to locate the best feature set. Specifically, starting with the model containing all relevant

features, we sequentially remove the feature terms and monitor the resulting AUC value. Additionally, for

each feature combination, we monitor the VIF of each feature (variation inflation factor) to eliminate fea-

tures whose VIF is greater than 10. This step is to make sure that the selected feature set does not have

multicollinearity issues. Table 4 in the appendix presents the results of the final selected feature set, which

achieved an AUC of 0.74.

Observe that the coefficient associated with the patient-to-nurse ratio is positive and significant. This

is expected since the more patients a nurse interacts with, the busier the nurse is, hence, the more likely

the nurse may be infected by a patient or by other nurses who are helping with patients. The positive

and significant association between nurse absenteeism and COVID-19 interaction time is intuitive and self-

explanatory— more infectious patients handled by a nurse lead to higher chances of nurse absenteeism.

The experience of nurses handling COVID-19 patients, measured by their cumulative interaction time with

COVID-19 patients before the shift, is negative and significant, potentially indicating nurse learning effects.

That is, the nurse gains more experience after treating more COVID-19 patients and becomes more careful

and better aware how to avoid transmission. As a result, the risk of getting infected decreases. Furthermore,

location and time-fixed effects are also significant in predicting nurse absenteeism, which indicates variability

in nurse absenteeism caused by infections across different times and hospitals.

4.4. Estimation Results and Performance

So far, we have developed the random graph network model in Sections 4.1 and 4.2 and identified a promising

set of predictor variables (features) to use in the model in Section 4.3. We are now ready to apply the

random graph network model with these features to a hospital dataset to estimate the transmission rates

of patient-to-nurse (P-N), nurse-to-nurse (N-N) and community-to-nurse (C-N). Due to the large size of our

samples and computational complexities, we demonstrate the estimation results on the largest hospital in

the IU Health system during the initial wave of the COVID-19 pandemic (3/11/2020 - 7/16/2020). In this

hospital, 1300 nurses managed the care of 685 COVID-19 patients during that period. During the same
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period, the hospital experienced 171 cases of absenteeism of nurses due to COVID-19 infections. For the

incubation period distribution, we use the results of McAloon et al. (2020), where the incubation time is

best described by a log-normal distribution with parameters µ = 1.63 and σ = 0.5. This translates to an

average incubation period of around 5 days, with a standard deviation of approximately 2 days. In the

numerical tests, we find the following parameter values to be suitable: the number of simulations to generate

the empirical distribution of the nurse infection sample path in the expectation-maximization method is set

to 500,000 and the number of random starting points of the expectation-maximization algorithm is set to

50.

Table 6 reports the mapping of features to transmission rates output from our expectation-maximization

algorithm. In line with the Cox prediction model, we find that workload, measured by patient-to-nurse ratio,

positively contributes to all three sources of transmission rates. In addition, the experience of the nurses

handling COVID-19 patients consistently translates into lower transmission rates.

We demonstrate the performance of our method by comparing the simulated infection outcomes generated

using parameters derived from our procedure with the actual count of infections reported in the study hospital

during the same period. Figure 2 shows the performance of our estimation procedure compared to the real

absence by infection counts. In Figure 2, we show counts of nurse infection events (call-in sick events) every

10 days from the beginning of the pandemic. At each time point, we compare the predicted results, three

colored stacked bars in Figure 2, and the real infections, the gray bar in Figure 2. As shown in the chart,

since our estimation procedure provides transmission rates from different sources, we can identify the count

of infections by each source: nurse-to-nurse transmission, patient-to-nurse transmission, and community-to-

nurse transmissions. In contrast to early news reports from Wong (2020) where 93% of nurse infections are

believed to occur in the community, we find that only around 22% of nurse infections are in the community

and 78% contribute to hospital infections.

4.5. Validation Checks

Our random graph model with hidden health status inherently requires a sophisticated structure and esti-

mation procedure. To evaluate the identification and consistency of our estimation approach, we perform

two focused validation checks: applying the parameters to data from another hospital and conducting a

simulation-based parameter recovery study.
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Figure 2 Predicted Absences due to Infection via Estimated Feature to Transmission Rates Mapping Compared

to the Real Infection Counts

Out-of-Sample Validation. We first test the predictive performance of our fitted parameters on a hospital

that closely resembles our original “training hospital” in size, geographical location, and patient mix. We

refer to this second facility as the “test hospital.” Both are large academic hospitals in the metropolitan

area. Figure 3 compares the predicted nurse absences (due to infection) at the test hospital with the actual

number of infected-nurse absences. As shown, parameters estimated at the training hospital also predict

nurse infections robustly at the test hospital.

Parameter Recovery. Next, we conduct a simulation-based parameter recovery study following McLach-

lan and Krishnan (2008), to verify that our procedure accurately recovers known parameters and to address

potential identification concerns. We generate synthetic data on nurse absenteeism from a “ground truth”

parameter set, obtained by multiplying each element in θ by a random coefficient drawn from a log-normal

distribution with parameters (µ,σ). Denote this random multiplier vector by Γµ,σ. Each realization of Γµ,σ

serves as a ground truth for the recovery study. For each ground truth, we produce 150 simulated nurse-

absenteeism datasets, re-estimate θ on each, and compare the fitted parameters to the known values.

To determine whether the fitted parameters are statistically equivalent to the ground truth, we adopt an

equivalence test using the Two One-Sided Tests (TOST) procedure (Schuirmann 1987). The null hypothesis

(H0) states that the difference between the estimated and true parameter is at least a predefined margin ∆,
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Figure 3 Prediction Results of the Fitted Parameters on Another Comparable Hospital

i.e., |θfit − θtrue| ≥ ∆. The p-value is computed as

p = P
(
T ≤ Tlower

)
+ P

(
T ≥ Tupper

)
, (21)

where T is the test statistic, and Tlower, Tupper are the critical values corresponding to the equivalence bounds.

A small p-value (p < α) allows us to reject H0, indicating that the fitted and true parameters are statistically

equivalent.

(µ,σ) p < 0.01 0.01 ≤ p < 0.05 0.05 ≤ p < 0.1 p > 0.1
(0.2,0.2) 4 9 6 0
(0.3, 0.3) 3 11 4 1
(0.4,0.4) 3 9 7 0
Total Number of Parameters 19

Table 2 Results of the Parameter Recovery Study at Different Coefficient Distributions

Table 2 reports the different levels of the results of the equivalency tests when the ground truths are

generated with log-normal distributions with different parameters. The first column of Table 2 specifies the

parameters of the distribution from which the multipliers are drawn to generate the ground truth. In the

random graph model, we estimate a total of 19 parameters. The top row of Table 2 reports the p−value

cutoff values for the equivalency tests between the parameter fitted by our algorithm and the ground truth.

For example, when the ground truth multiplier is drawn from a lognormal distribution with parameter

(µ,σ) = (0.2,0.2), for 4 of 19 parameters, we can reject the null hypothesis that the fitted parameter is not
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equivalent to the ground truth with p≤ 0.01, for 9 of 19 parameters we can reject the null hypothesis with

0.01 ≤ p≤ 0.05, and for the rest of the 6 parameters, we can reject the null hypothesis with 0.05 ≤ p≤ 0.1.

That is, with (µ,σ) = (0.2,0.2), we can reject the null hypothesis for all 4+9+6 = 19 parameters for p≤ 0.1.

5. Counterfactual Analyses

Using real IU Health data as input for the random graph model introduced in Section 4, we evaluate

the effectiveness of both staffing strategies and infection mitigation policies using counterfactual analyzes.

Specifically, we implement policies such as establishing dedicated units for infectious patients, determining

optimal staffing levels, assessing the effects of nurse testing at different intensities, and evaluating the impact

of early vaccination at various levels of efficacy and compliance. We use trace-based simulation strategies:

(1) Patient admission, transfer, and discharge information directly follows historical patient census data. (2)

Nurse scheduling information also follows directly the historical workflow data. The above inputs for the

model may be changed by the staffing strategies or mitigation policies; we provide details of such changes in

each subsection. Similarly to the previous section, we perform counterfactual analyzes on the largest hospital

in the IU Health system during the initial wave of the COVID-19 pandemic (3/11/2020 - 7/16/2020). To

reiterate, during this period, 1,300 nurses in the hospital cared for 685 COVID-19 patients. Of these nurses,

171 were absent from work due to COVID-19 infection.

5.1. Dedicated Units for Infectious Patients

Designating dedicated units for infectious patients is a common strategy in hospitals to contain the spread

of diseases. Typically, two levels of dedication are observed in practice: patient dedication and patient-nurse

dedication. Although both levels isolate infectious patients in a single unit, patient-nurse dedication goes a

step further by assigning a fixed set of nurses exclusively to infectious patients, thereby intensifying disease

containment among healthcare staff.

In our dedicated units’ counterfactual analyses, we allocate two units (one Medical/Surgical unit and

one ICU) to exclusively admit infectious patients. To simulate this setting, we identified the hospital’s

Medical/Surgical unit and ICU that accommodated the highest number of COVID-19 patients and designated

these as dedicated units. We then substitute the trajectories of all non-COVID-19 patients in these units

with COVID-19 patients from other units, considering admissions occurring on the same day or within a

maximum 2 day range.
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(a) Patient dedicated units (b) Patient and nurse dedicated units

Figure 4 Total predicted absenteeism due to infections with dedicated units at different dedication levels

Figure 4 illustrates the influence of establishing dedicated units within the hospital on nurse absenteeism

due to infections across the two dedication levels. Figure 4a shows the total number of nurse absences due to

infection with dedicated units at the patient level alone. When compared to the estimated infection counts

without dedicated units, it becomes evident that the patient dedication level offers limited efficacy in reducing

the overall number of infections. On average, having units at the patient dedication level results in a modest

5% reduction in total infection counts. This reduction primarily stems from patient-to-nurse infections,

possibly attributed to the increased experience of nurses handling COVID-19 patients in dedicated units.

Conversely, as seen in Figure 4b, the impact of dedicated units operating at both patient and nurse dedication

levels is significantly more effective in reducing total nurse absenteeism, particularly in curbing nurse-to-nurse

infections. Compared to the predicted result, this higher level of dedication lowers total absenteeism by 16%

and specifically nurse-to-nurse infection by 26%. This is because a higher level of dedication isolates the work

of nurses in dedicated units, who face heightened infection risks, from nurses in regular units.

5.2. Staffing Level and On-Call Nurses

Staffing decisions, including determining the patient-to-nurse ratios (workload) and responses to nurse absen-

teeism, play an important role in hospital operations during the pandemic. As observed in Section 3, nurses

with a higher workload (measured by patient-to-nurse ratio) have an increased likelihood of being absent due

to infection. On the other hand, a lower workload necessitates scheduling more nurses per shift, therefore

subjecting a greater number of nurses to potential infection exposure in the hospital. As a result, the hospital

faces a trade-off when determining staffing levels. They must find a delicate balance: the workload should not
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(a) M/S Units (b) ICU

Figure 5 Total number of absences at different workloads

be too high, where scheduled nurses face heightened risks, nor too low, where an increased number of nurses

are exposed to infectious diseases. On top of this, how to respond to nurse absenteeism caused by infections

raises an interesting question: What is the impact of one nurse’s absence on other nurses, and what is the

value of having ‘on-call’ nurses ready to cover the shifts of absent nurses?

In the dataset, in total of 171 nurses were infected within 131 days of the pandemic. Based on our

estimation, 77 of those infections were recorded in Medical/Surgical (M/S) units and 94 absences in the

ICU. To perform counterfactual analyzes, we adjust the staffing schedules for nursing shifts according to

different workloads. When adjusting the workload in M/S units, we hold the workload in the ICU units

constant, and vice versa. Figures 5a and 5b show the total number of absences due to infection in M/S units

and ICUs, respectively, across different staffing levels. The figures show that an ideal patient-to-nurse ratio

falls between 3.9 and 4.5 for M/S units and between 1.8 and 2 for ICUs. Setting the workload in M/S units

and ICUs at the nurse absenteeism minimizing values of 4.2 and 2, respectively, Figure 6 shows the total

number of absences due to infections at the ideal workload compared with estimation. Overall, maintaining

an ideal workload leads to a reduction of approximately 25% in the total number of infections. This reduction

primarily stems from decreases in nurse-to-nurse and patient-to-nurse infections. The ideal workload, higher

than the workload observed in the real data during the early stages of the pandemic (the average was around

3.5 in M/S units and 1.3 in ICU units for the first two months of the pandemic), schedules fewer nurses per

shift to alleviate infections. This increase of the workload lowers the likelihood of disease transmission among

nurses by lowering nurse exposure to patients. As a response strategy for nurse absenteeism, we show the
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Figure 6 Total number of absences due to infection when workload is set to be ideal

Figure 7 Total number of absences due to infection when using on-call nurses

value of ‘on-call’ nurses who cover the shifts of absent nurses. In cases of nurse absences due to infection, the

hospital’s current practice is to not cover the absence, potentially resulting in excessively high workloads.

In Figure 7, we assume that the hospital has available on-call nurses from outside sources to cover nurse

absences due to infection. This simple strategy would lead to an 8% reduction in total absences due to

infection.
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5.3. Pre-shift Testing for Nurse Infection

Access to testing enables hospitals to detect infected nurses during the incubation period, well before they

exhibit symptoms or call in sick. This early detection allows managers to isolate those who test positive,

thereby reducing the chance of further disease spread among staff. Figure 8 shows the total number of nurse

absences due to infection (including both patient-to-nurse and nurse-to-nurse transmission) across a range

of testing intensities. A testing intensity of 0 indicates that no nurses are tested prior to each shift, while an

intensity of 1 indicates that every nurse is tested.

Even at 100% testing, we cannot completely eliminate nurse-to-nurse infection. A small possibility remains

that nurses could contract infections from patients during the shift itself and transmit the virus to colleagues

before any subsequent tests take place. Consequently, Figure 8 demonstrates that higher testing intensities

generally curb nurse-to-nurse transmissions but do not eradicate them entirely.

In addition, we account for asymptomatic nurses, who are believed to have lower infectivity than symp-

tomatic nurses due to reduced viral load and the absence of frequent coughing or sneezing (Sayampanathan

et al. 2021). Nonetheless, removing asymptomatic nurses from the workforce after a positive test can inad-

vertently raise workload for the remaining staff, thereby increasing their exposure to infected patients. To

model asymptomatic infections, we draw on existing research suggesting that around 30% of infected nurses

are asymptomatic (Oran and Topol 2020). Specifically, for every k symptomatic infections among nurses, we

assume c∼ Binomial(k, p) asymptomatic infections, where p= 3
7 .

Because these asymptomatic but test-positive nurses must also be isolated from work, high testing intensi-

ties reduce one major source of transmission (nurse-to-nurse) while simultaneously placing greater demands

on the remaining nurse workforce. Figure 8 thus illustrates this trade-off: testing reduces transmissions among

coworkers but can eventually inflate patient-to-nurse transmissions if staffing capacity becomes strained.

In real operations, the availability of on-call or “reserve” nurses to maintain safe staffing levels could help

balance these competing effects.

5.4. Vaccination at Different Efficacy and Compliance Rates

Even though vaccination typically is not widely available at the start of an infectious disease outbreak, it

stands out as one of the most effective methods to safeguard healthcare workers and eliminate the spread of

the disease. In our counterfactual analysis, we investigate a realistic scenario in which combined factors of

efficacy and compliance rates determine the overall effect of vaccination.
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Figure 8 Total number of absences due to infection under varying testing intensities, assuming tests detect both

symptomatic and asymptomatic nurses.

Figure 9 Total number of absences due to infection at different efficacy and compliance rate

Figure 9 shows a heat map that shows the total number of nurse infections at different vaccination efficacy

and compliance rates. In particular, the graph indicates that the top-left corner, where the vaccination

compliance rate is high but efficacy is low, exhibits fewer total infections compared to the bottom-right

corner, where the vaccination compliance rate is low but efficacy is high. One explanation is that a high

compliance rate may be more important, as it contributes to establishing herd immunity, thus reducing

transmission rates even with vaccines of moderate efficacy (Osterholm et al. 2012).
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6. Discussion

Nurses are among the most important resources in hospitals, both in terms of hospital operations and patient

outcomes. Increasingly prevalent outbreaks of infectious diseases, including major and persistent outbreaks,

significantly impact the well-being of nurses and disrupt hospital operations. While striving to provide essen-

tial care to patients, nurses face alarmingly high infection rates, resulting in considerable challenges to

managing absenteeism due to illness, a critical concern for hospital management. Therefore, understanding

the underlying causes and origins of nurse infections and insights into deploying nurses effectively based

on infection awareness is of great interest to hospital managers. Using data during the first wave of the

COVID-19 pandemic from IU Health, a large network of hospitals, we identify operational factors and clinical

factors in predicting nurse absenteeism caused by infections. In modeling infection-aware nurse staffing, our

study connects the nurse staffing model with a random graph model with hidden health status to capture

the underlying disease transmission network. The granularity of our data allows us to dynamically capture

the disease transmission rates for each nurse during each shift. Our study relies on numerical counterfactual

analyses to provide insights for hospital managers in infection-aware nurse staffing. For future research, ana-

lytical models of the manager’s decision-making process regarding nurse staffing levels, scheduling decisions,

testing, mitigation policies, and patient admission and routing policies may provide additional insights for

hospital managers.

Turning to the specific context of our analysis, note that our assumption that nurses do not return to work

in a short time may not be valid in some environments. For example, nurses infected by the later variants of

COVID-19 may come back to work in a few days, and possibly with some level of immunity to the particular

variant. Thus, an understanding of the nature of the disease and the development of a model that accurately

incorporates this phenomenon when estimating transmission rates would be valuable to understanding the

dynamics of nurse infections.

Testing other disease mitigation policies also provides opportunities for future research. Of particular value

may be social distancing among nurses as we find nurse-to-nurse infections are significantly prevalent. Also of

potential value may be interventions that consider the matching of nurses who are in the incubation period

of infection (not yet showing symptoms) and infectious patients as this will reduce the transmission rates

of healthy nurses. Future research should investigate and compare the efficacy and cost-effectiveness of such

interventions.
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1. Proofs
Proof of Lemma 1

Proof: If a nurse calls in sick on shift τi, she must have shown symptoms between day τ i and τi. If she

shows symptoms before τ i, she would not attend shift τ i, and if she has no symptoms until τi, she would

not have called in sick for the day τi. Then, the following equation holds:

P (Yi = t) = P (τ i <Xi +Zi ≤ t). (22)

By the law of total probability, we have:

P (τ i <Xi +Zi ≤ τi) =
τi−1∑
k=1

P (Xi = k, τ i − k <Zi ≤ τi − k). (23)

By the independence assumption:
τi−1∑
k=1

P (Xi = k, τ i − k <Zi ≤ τi − k) =
τi−1∑
k=1

P (Xi = k)P (τ i − k <Zi ≤ τi − k). (24)

For nurse i who did not call in sick, i.e. Yi > τi, we have two sub-cases: (1) nurse i been infected in the horizon,

but has not shown symptoms, and (2) the nurse has not been infected. We can write out the likelihood

functions of a nurse did not call in sick using conditional probability in the following two terms:

P (Yi > τi) = P (Xi +Zi > τi)

= P (Xi +Zi > τi|Xi ≤ τi) ·P (Xi ≤ τi) +P (Xi +Zi > τi|Xi > τi) ·P (Xi > τi)
(25)

The first term corresponds to the nurses of the first sub-case, who are infected but did not show symptoms

before τi, and the second term corresponds to nurses who are never infected. For the second case, since

the incubation period is a positive number, nurses who are never infected will have a probability 1 of not

calling-in sick, i.e. P (Xi +Zi > τi|Xi > τi) = 1, then by total law of probability, we have

P (Yi > τi) = P (Xi +Zi > τi)

= P (Xi +Zi > τi|Xi ≤ τi) ·P (Xi ≤ τi) +P (Xi +Zi > τi|Xi > τi) ·P (Xi > τi)

=
( τi∑

t=1

P (Xi = t) ·P (Zi > τi − t)
)

·
(
1 −

τi∏
t=1

(
1 −P (Xi,t = 1|Xi,t−1 =Xi,t−2 . . .Xi,1 = 0)

))
+ 1 ·

( τi∏
t=1

(
1 −P (Xi,t = 1|Xi,t−1 =Xi,t−2 . . .Xi,1 = 0)

))
(26)
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□

Proof of Corollary 1

Proof: The first term with the product is the likelihood function for nurses who called in sick. To see this,

plug-in equation (6) into the corresponding term on observation model, i.e. equation specified in (a):

P (Yi = τi) = P (τ i <Xi +Zi < τi)

=
t−1∑
k=1

P (Xi = k)P (t− k <Zi ≤ t− k)

=
τi∑

t=1

(
P (τ i − t < Zi ≤ τi − t|Xi = t) ·

( t−1∏
t′=1

(1 −ϕ ◦ψ(di,t′ , θ))
)

·ϕ ◦ψ(di,t, θ)
)
.

(27)

Using the same logic, we plug in the hierarchical model in equation (6) to the term on observation model

which corresponds to nurses who never called in sick:

P (Yi > τi) = P (Xi +Zi > τi)

= P (Xi +Zi > τi|Xi ≤ τi) ·P (Xi ≤ τi) +P (Xi +Zi > τi|Xi > τi) ·P (Xi > τi)

P (Xi +Zi > τi|Xi ≤ τi) ·P (Xi ≤ τi) +P (Xi +Zi > τi|Xi > τi) ·P (Xi > τi)

=
( τi∑

t=0

P (Xi = t) ·P (Zi > τi − t)
)

·
(

1 −
τi∏

t=1

(
1 −P (Xi,t = 1|Xi,t−1 =Xi,t−2 . . .Xi,1 = 0)

))
+ 1 ·

( τi∏
t=1

(
1 −P (Xi,t = 1|Xi,t−1 =Xi,t−2 . . .Xi,1 = 0)

))

=
( τi∑

t=0

t−1∏
t′=1

(1 −ϕ ◦ψ(di,t′ , θ))
)

·ϕ ◦ψ(di,t, θ) ·P (Zi > τi − t)
)

·
(

1 −
τi∏

t=1

(1 −ϕ ◦ψ(di,t, θ))
))

+
τi∏

t=1

(1 −ϕ ◦ψ(di,t, θ))

(28)

After combining the terms, we have the desired results in proposition 1. □

Proof of Proposition 1

Proof: By combining equation (17) and (15), we can get the likelihood function as shown. □
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2. Algorithms

Algorithm 1: Bootstrapping of the Cox Model

for each re-sample do
Split nurses into the training set and testing set by the 70/30 rule;

for each specification of the model do
Fit the model with the train data;

Record the coefficient estimation;

Calculate the VIF of the coefficients;

Predict outcomes using the test data;

Measure the internal AUC using the train data;

Measure the external AUC using the test data;

end for

end for

Take the average of the external AUC, Coefficient, and VIF for each model over all re-sampling of

the data;

Record the average difference between internal and external AUCs. ;

Calculate the coefficient variation of the coefficients by σcoef

µcoef
;
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3. Feature Definition and Feature Selection Results

Shift Specific Factors
Variable Definition
Ratio(both types of patients) Average Patient-to-nurse ratio during the shift
NonCOVID Interaction Patients × Hours spent with Non-COVID-19 patients
NonCOVID patients Distinct number of NonCOVID Patients encountered in the same unit during shift
COVID Interaction Patients × Hours spent with COVID-19 patients
COVID patients Distinct number of COVID Patients encountered in the same unit during shift
Nurse Interaction Nurses × Hours spent with other nurses in the unit
Nurses Distinct number of Nurses encountered in the same unit during the shift
Lead Nurse Indicator for being the lead nurse for that shift
Off_shift_time Total off-shift time within the prediction window

Individual-Specific Factors
Variable Definition
C_COVID_Interaction Cumulative Patients × Hours spent with COVID-19 patients before the shift
C_Shifts Cumulative number of shifts attended
C_Nurses Cumulative nurse interaction time before the shift

Fixed Effects
Variable Definition
Month Month fixed effect
Location Facility fixed effects
Unit Type Type of the unit the nurse works

Table 3 Summary of features used in prediction.
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Estimation Statistics
Performance Mean SD 95%CI
AUC 0.74 0.12 (0.694, 0.761)
Predictors Coef Estimation SD 95%CI P > |t|

Shift Specific Features (β)
ratio 0.084 0.042 (0.003, 0.165) 0.012***
ratio_lag1 0.042 0.064 (-0.086, 0.159) 0.075*
ratio_lag2 0.052 0.048 (-0.045, 0.131) 0.096*
Covid_interaction 0.04 0.04 (-0.007, 0.103) 0.048**
Covid_interaction_lag1 0.03 0.043 (-0.065, 0.096) 0.13
Covid_interaction_lag2 0.029 0.039 (-0.058, 0.082) 0.23
Nurses 0.052 0.04 (-0.017, 0.128) 0.09*
Nurses_lag1 0.067 0.053 (-0.047, 0.155) 0.17
Nurses_lag2 0.004 0.043 (-0.08, 0.08) 0.65

Off-shift Feature
off_shift_time 0.071 0.08 (0.082, 0.215) 0.03**

Individual-Specific Features
C_Covid_interaction_before_horizon -0.068 0.072 (-0.196, -0.054) 0.008***

Fixed Effects
month_3 0.337 0.071 (0.208, 0.498) 0.001***
month_4 -0.006 0.071 (-0.145, 0.151) 0.67
month_5 -0.274 0.073 (-0.412, -0.117) 0.001***
month_6 -0.35 0.077 (-0.487, -0.191) 0.001**
level_ICU -0.122 0.048 (-0.218, -0.045) 0.001***
Location_1 0.018 0.1 (-0.129, 0.194) 0.56
Location_2 -0.128 0.114 (-0.31, 0.066) 0.09*
Location_3 0.161 0.11 (0.011, 0.342) 0.001***
Location_4 0.186 0.166 (-0.046, 0.443) 0.06*
Location_5 0.075 0.126 (-0.129, 0.278) 0.78
Location_6 0.093 0.094 (-0.06, 0.249) 0.17
Intercept -5.87 0.032 (-5.936, -5.811) 0.000***
Observations 100654
*** p < 0.01, ** p < 0.05, * p < 0.1

Table 4 Feature selection results: estimated coefficients for main covariates and their 95% confidence interval

(CI) and p-values.

4. Notation Table
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Table 5 Model Notation
Data

D Whole dataset containing features for each nurse i and each shift t
di,t Features of nurse i during shift on day t
dc

i,t Features of nurse i during shift on day t that are related to community-to-nurse infection
dp

i,t Features of nurse i during shift on day t that are related to patient-to-nurse infection
dn

i,t Features of nurse i during shift on day t that are related to nurse-to-nurse infection
Sn

i,t Interaction between nurse i and infected nurses in same unit during shift on day t
Sp

i,t Interaction between nurse i and infectious patients in same unit during shift on day t
t′
i Off-shift time of nurse i on day t

τi Last shift of nurse i, call-in sick time or last shift time in data
τ i Time of the shift before last shift of nurse i

t(i) Collection of days in which nurse i appeared in data
N Collection of Nurses

Parameters
θ : θ1, θ2 Parameters that maps nurse-shift-specific features to nurse-shift-specific transmission rates

θ1 ∈ R|dc
i,t|+|dp

i,t
|+|dn

i,t| Coefficients of nurse-shift-specific features to nurse-shift-specific transmission rates
θ2 ∈ R Coefficients of nurse-shift-specific features to nurse-shift-specific transmission rates

γi,t Nurse i ’s transmission rates during shift on day t
γc

i,t community-to-nurse transmission rates for nurse i during shift on day t
γp

i,t patient-to-nurse transmission rates for nurse i during shift on day t
γn

i,t nurse-to-nurse transmission rates for nurse i during shift on day t
Variables and Functions

Yi Call-in sick time of nurse i
Xi Infection time of nurse i

Xi,t Event of nurse i infected on day t, 1 means true, 0 means false
Zi Incubation length of nurse i

Fz(·) : R+ → [0, 1] Incubation length distribution

5. Random Graph Estimation Results

Predictors Parameter Estimation (θ̂1)
Patient-to-Nurse (γpn) Nurse-to-Nurse (γpn) Community-to-Nurse (γpn)

Ratio 0.167 0.782 -
C_Covid-interaction -0.0223 -0.041 -0.0213
Level_ICU 0.56 0.18 -
Month_3 1.32 0.90 0.23
Month_4 0.16 0.36 0.11
Month_5 -0.06 -0.24 0.1
Intercept (θ2) -2.364 -2.678 -3.14

Table 6 Features to transmission rates mapping on the largest hospital in IU Health Network
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